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Abstract: Gene function prediction is an important problem in bioinformatics. 
Due to the inherent noise existing in the gene expression data, the attempt to 
improve the prediction accuracy resorting to new classification techniques is 
limited. With the emergence of Gene Ontology (GO), extra knowledge about 
the gene products can be extracted from GO and facilitates solving the gene 
function prediction problem. In this paper, we propose a new method which 
utilises GO information to improve the classifiers’ performance in gene 
function prediction. Specifically, our method learns a distance metric under the 
supervision of the GO knowledge using the distance learning technique. 
Compared with the traditional distance metrics, the learned one produces a 
better performance and consequently classification accuracy can be improved. 
The effectiveness of our proposed method has been corroborated by the 
extensive experimental results. 
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1 Introduction 

Classification problems are very important in bioinformatics. For example, in the post-
genomics era with the availability of large-scale gene expression data, gene function 
prediction becomes an emergent task. Computational approaches with novel classification 
techniques have been used to address this problem. Although the predictions made by 
computational algorithms are not as accurate as predictions made by human experts, the 
filtered results predicted by the computational methods greatly save the efforts for the 
biologists. 

In order to improve the classification accuracy, many approaches have been proposed 
from the perspective of machine learning and pattern recognition (Furey et al., 2000; 
Guyon et al., 2002; Lee and Zhang, 2006; Nevins and Potti, 2007; Liu and Huang, 2008; 
Schweikert et al., 2009; Zheng et al., 2009; Cai et al., 2010; Leung and Hung, 2010; Zare 
et al., 2011; Zheng et al., 2011; Wang et al., 2012). Despite of the success achieved by 
these advanced techniques, the improvement for the classification accuracy remains 
limited, because they only deal with the data obtained from the biological experiments, 
which contains noise and missing values. Intuitively, if additional information about the 
gene products is referred to in the prediction process, the classification accuracy should 
be improved regardless of the classification techniques used. Fortunately, the Gene 
Ontology (GO) (The Gene Ontology Consortium, 2000) provides us with such kind of 
information, which has been tentatively used for the gene function prediction in the last 
decade (Yu et al., 2005; Pandey et al., 2009). 

GO characterises the functional properties of gene products using standardised terms. 
It contains three ontologies: Biological Process (BP), Molecular Function (MF) and 
Cellular Component (CC). Based on GO, the semantic similarities are defined to 
quantitatively measure the relationships between two GO terms as well as two gene 
products. Several methods have been proposed to measure the semantic similarities over 
terms and gene products (Jiang and Conrath, 1997; Lin, 1998; Resnik, 1999; Pekar and 
Staab, 2002; Cheng et al., 2004; Wang et al., 2005; Schlicker et al., 2006; Wang et al., 
2007), e.g., Resnik’s method (Resnik, 1999) and Wang’s method (Wang et al., 2007) for 
semantic similarity computation over terms and the ‘Max’ method (Wu et al., 2005) and 
‘Ave’ method (Wang et al., 2005) for semantic similarity computation over genes, etc. 

Compared with the expression data which may contain noise, the semantic similarity 
information is more reliable and reflects the true relationship between the terms and gene 
products. Considering its advantage, the semantic similarity information has been used as 
additional knowledge in the classification problems. The notion of the usefulness of the 
semantic similarity information for improving the classification accuracy is based on the 
assumption that the gene products with similar functions should also be similar in the 
biological experiments, i.e. the semantic similarity should be consistent with the 
similarity based on the expression data or other experimental data. Therefore, if the 
expression data contain noise which result in inconsistency between the two kinds of 
similarity, the similarity based on the gene expression data can be corrected under the 
supervision of the semantic similarity.  

Several approaches have been proposed to make use of this semantic similarity 
information for the gene function prediction problems. Initially, researchers only used the 
semantic similarity information to predict the functions for genes. For example, a method  
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proposed by Tao et al. (2007) first calculates the semantic similarity between the target 
gene and the training samples. Then the algorithm sorts the semantic similarity values 
and uses the k-Nearest Neighbour (KNN) classifier to predict functions for the target 
gene. Here comes the problem: because gene ontology is still under development and far 
from completeness, only some of the gene functions can be revealed by the experimental 
data and novel functions for some gene products may be masked by their known 
functions if the classifier only relies on the current semantic similarity information. When 
people realised that this kind of information is insufficient for gene function prediction, 
some improved methods combining both the semantic similarity and the experimental 
data are proposed (Yu et al., 2005; Pandey et al., 2009). In Pandey’s method (Pandey  
et al., 2009), the similarity based on the expression data and the semantic similarity are 
weighted and together form the final combined similarity defined for two gene products. 
The likelihood of a gene g having a function represented by the term t is computed using 
the combined similarity. Term t with the largest likelihood will be assigned to g as its 
potential function. The attempt of making use of semantic similarity for gene function 
prediction is at an early stage and inadequate. Some essential problems such as the 
relationship between the semantic similarity and the gene expression similarity are still 
under discussion. 

In this paper, we propose a novel method which integrates the semantic similarity 
information into the existing classification techniques. This method is inspired by the 
distance metric learning technique. Specifically, in the training process, our new 
algorithm will learn a distance metric using the semantic similarity information. In the 
prediction process, classifiers can use the learned distance metric to predict functions for 
genes. The experimental results demonstrate that the learned distance metric can enhance 
the performance of the classifier. 

The rest of the paper is organised as follows. Section 2 provides some background 
knowledge about the global distance metric learning and a representative method in this 
field. Section 3 introduces our new algorithm which incorporates the semantic similarity 
information into the existing classification technique. Section 4 reports the experimental 
results. Finally, Section 5 concludes the paper with a summary. 

2 Global distance metric learning 

In this section, we will introduce some background knowledge about the distance metric 
learning. The first question is: why should we learn a distance metric? That is because 
the similarity/distance measure can significantly affect the classification results. For 
instance, in the KNN classifier, the distances between the test sample and the training 
samples will be first calculated and then the prediction is made based on the distances 
obtained in the first stage. Intuitively, the distance metric learned from the training data 
would be more suitable than a generic distance metric for solving a specific problem. 

In global distance metric learning, we can learn a global distance metric using the 
samples in the training set. Global supervised distance metric learning aims to solve the 
following problem: given a set of pairwise constraints, to find a global distance metric 
that best satisfies these constraints.  
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Pairwise constraint can be represented by two sets: the similarity constraint set S and 
the dissimilarity constraint set D. Given a set of points {xk | k = 1,…,n}, (xi, xj)∈ S, if 
two instances xi and xj are in the same class and (xi, xj)∈D, if they are in the different 
classes, where i, j{1,, n}. 

According to the definition of pair wise constraint, the former problem can be further 
described as: Given two constraint sets S and D, to find a distance metric that minimises 
the distance of samples in the same class and maximises the distance of samples in the 
different classes simultaneously. Researchers have shown that the learned distance metric 
can significantly enhance the classifier’s accuracy than using a generic Euclidean 
distance metric (Hinton et al., 2004; Weinberger et al., 2006). 

Given the two sets S and D, how can we learn a distance metric that satisfies both 
kinds of constraints? An algorithm proposed by Xing et al. (2002) tries to solve this 
problem. It minimises the sum of distances between the samples in S by solving a convex 
optimisation problem: 
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where A is a positive semi-definite matrix used in the Mahalanobis distance: 

( , ) || || ( ) ( )T
A Ad x y x y x y A x y      (2) 

The first constraint in equation (1) guarantees that A does not collapse the dataset into  
a single point and the second constraint ensures that the learned matrix A is positive 
semi-definite. 

To solve the problem formulated in equation (1), solutions were provided by Xing  
et al. (2002) for two different cases of A. The first solution is the Newton-Raphson 
method for the case of an optimised diagonal matrix A. For the case of a full matrix A, 
Newton’s method becomes prohibitively expensive. Therefore, Xing et al. used the 
gradient ascent method to solve the problem instead. 

3 Distance metric learning with GO information 

In this section, we describe a novel algorithm which integrates the semantic similarity 
information into the existing classification technique. The algorithm is an extension of 
Xing’s method. In this algorithm, the semantic similarities provide the constraints 
defined in the global distance metric learning problem. Specifically, in the training 
process, our algorithm learns a distance metric under the supervision of a semantic 
similarity matrix. In the prediction process, the learned distance metric is fed into  
the classifier to classify the testing samples. Because the concept of ‘similarity’, 
‘dissimilarity’ and ‘distance’ are equivalent, we will use them according to the context in 
the following sections. 
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In Section 3.1, we will first introduce the distance computation based on the gene 
expression data. In Sections 3.2 and 3.3, the semantic (dis)similarity computation for GO 
terms and gene products are presented. In Section 3.4, the details of the new algorithm 
proposed by us are described. 

3.1 Distance based on the expression data 

Given a set of gene products {gk | k = 1,,n}, the distance between a pair of gene 
products gi and gj (i, j{1,, n}) is defined by the Mahalanobis distance: 

( , ) ( ) ( )T
exp i j i j A i j i jd g g g g g g A g g    ‖ ‖  (3) 

where A is a positive semi-definite matrix. 
When A is a unit matrix, the Mahalanobis distance degenerates to the Euclidean 

distance. 
Using the distances of all pairs of gene products, an n × n symmetric distance matrix 

Dexp can be formed: 

{ ( , )} { ,, ..., },exp exp n ni jD d g g i j i n   (4) 

3.2 Semantic similarity over terms 

We adopt Wang’s method (Wang et al., 2007) in our algorithm to compute the semantic 
similarity between terms. 

In Wang’s method, a GO term A is represented as the tuple DAGA = (A, TA, EA), 
where TA is a set of terms consisting of A and all its ancestors and EA is a set of edges in 
GO that connect the terms in TA. The method defines a semantic value for term A based 
on the contributions from all terms in TA. The contribution S of term t in TA to term A is 
defined as: 
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where w is a weight factor for the edge in EA connecting t and its child t. The authors 
suggested using w = 0.8 for the edges representing the ‘is-a’ relationship and w = 0.6 for 
the edges representing the ‘part-of’ relationship. Then the semantic value of A is defined 
as the sum of contributions of terms in TA: 
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Given two terms A and B in form of DAGA and DAGB, the semantic similarity between  
A and B is defined as: 
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3.3 Semantic (dis)similarity over gene products 

There are several approaches, e.g., the ‘Max’ method (Wu et al., 2005), proposed for 
measuring the semantic similarity for gene products. The semantic similarity for gene 
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products is often based on the semantic similarity between their annotated terms. 
Suppose {ti | i = 1,…,n} and {t’j | j = 1,…,m} are annotations for two gene products g1 
and g2. In the ‘Max’ method, the semantic similarity between g1 and g2 is defined as the 
maximum value of the semantic similarity between their annotations: 

1 2( , ) m , 'ax ( )MAX jisim g g s t tim  (8) 

where ti and tj are annotations of g1 and g2, respectively, and sim(ti, tj) is the semantic 
similarity between ti and tj computed by Wang’s method. 

If two genes g1 and g2 are annotated with a common term, their semantic similarity 
computed using the ‘Max’ method will be large. However, in the biological experiments, 
the functions of g1 and g2 may be quite different, although some of their annotations are 
the same. The ‘Max’ method may lead to inconsistency between the semantic similarity 
and the similarity based on the expression data due to the adoption of the incorrect 
relationship between gene products in such case.  

To solve this problem, we propose another method to define the semantic similarity 
over genes. Specifically, we define the semantic similarity between g1 and g2 as the 
following: 
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where l1, l2 are the class labels for g1 and g2 In the training set. 
In equation (9), if two genes are in the same class, their semantic similarity is defined 

as the maximum value of the semantic similarity between their annotations; while if they 
are in different classes, their semantic similarity is defined as the minimum value of the 
semantic similarity between their annotations. Such definition is meaningful for the 
classification problems. If two genes are in the same class, i.e. they have similar 
functions, the terms assigned to them in the given problem should be similar; on the 
contrary, if they are in different classes, their annotations should be dissimilar. 

Using the semantic similarities of all pairs of genes, an n  n semantic similarity 
matrix Ssem can be formed: 

{1,{ ( ..., }, )} , ,nse i nm jgS sim ng i j   (10) 

Because the semantic similarity value has been normalised into [0, 1], a semantic 
distance matrix Dsem can be obtained using equation (11). 

sem n n semID S   (11) 

3.4 Algorithms 

Our new algorithm is shown in Figure 1. In Step 4, the optimisation problem is defined 
as the following: 
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Figure 1 Distance metric learning with the semantic similarity information 

Training process 

1. Calculate the semantic similarities for gene products in the training set using 
Wang’s method and form the semantic similarity matrix Ssem using equations (9) 
and (10);  

2. Calculate the semantic distance matrix Dsem using equation (11); 

3. Calculate the distance matrix Dexp for the gene products in the training set using 
equations (3) and (4); 

4. Find a Mahalanobis distance metric ||·||A that minimizes the difference between 
Dexp and Dsem; 

Prediction process 

5. Classify the target gene products using a KNN classifier with the optimised 
distance metric obtained in Step 4. 

 

The constraint in equation (12) guarantees that the matrix A is positive semi-definite. 
The convex optimisation problem in equation (12) is solved using the gradient 

descent method to obtain a full matrix A. We define the cost function in equation (13). 
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The gradient of the function h(A) is 
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In equation (13), we use the sum of square errors between each pair of values in Dexp and 
Dsem to measure the difference between the two distance matrices.  

Generally speaking, our new algorithm aims to learn a global distance metric that 
best maps the expression data to Dsem. The rationale behind the algorithm is that, if the 
functions of the training samples have been known, the semantic similarities obtained 
using equation (9) can correctly reflect the relationships between gene products. If a 
global distance metric that suitably maps the expression data to Dsem is learned in the 
training process, it will alleviate the effect of noise in the expression data. Therefore, it 
renders the distances between the gene products in the training set and the testing set  
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more representative of their correct quantitative relationship. Under this assumption, 
when using the learned distance metric in the prediction process, the classification 
accuracy should be improved. In this algorithm, on one hand, the property of the 
expression data is preserved. On the other hand, the semantic similarity has been 
integrated into the classification process. Therefore, our algorithm avoids the problem 
that the novel functions may be masked by the known functions in the classification 
process. 

4 Experiments and results 

To evaluate the performance of our algorithm, it is tested on two datasets. The first 
dataset is the E. coli dataset from the UCI repository (Asuncion and Newman, 2013) and 
the second dataset is Brown’s gene expression data (Brown et al., 2000). In the 
experiments, we compared the classification accuracies of the standard KNN classifier 
and the improved KNN classifier using the learned distance metric. In Section 4.1, we 
will first introduce some details about the two datasets. In Section 4.2, we will show the 
experimental results for the two methods and offer some explanations. 

4.1 Data description and experimental setup 

4.1.1 E. coli dataset 

The first data set is the E. coli dataset from the UCI repository (Asuncion and Newman, 
2013). It consists of 336 proteins from the Uniprot database distributed in six classes  
(cp (cytoplasm), im (inner membrane without signal se-quence), pp (perisplasm), imU 
(inner membrane, un-cleavable signal sequence), om (outer membrane), omL (outer 
membrane lipoprotein), imL (inner membrane lipoprotein), imS (inner membrane, 
cleavable signal sequence)). The E. coli dataset is used for protein localisation site 
prediction. Annotations for gene products in the dataset were retrieved from the Uniprot 
database. We removed those genes obsolete in the Uniprot database. After this step, there 
are 309 genes left and the number of instances in each class is a bit less than the original 
number in UCI repository. The details of the E. coli dataset are shown in Table 1. In the 
experiments, we only used five classes (cp, im, pp, imU and om) in which the numbers of 
instances are larger than 2. 

Table 1 E. coli dataset from UCI repository 

class name # of instances class name # of instances 

cp 131 im 76 

pp 46 imU 34 

om 19 omL 0 

imL 1 imS 2 

# of genes 309 # of attributes 7 
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4.1.2 Brown’s gene expression dataset 

The second data set is Brown’s gene expression dataset (it can be downloaded from 
http://genome-ww.stanford.edu/clustering/Figure2.txt) (Brown et al., 2000), which 
contains the expression data for 2467 genes. The class labels can be obtained at http:// 
compbio.soe.ucsc.edu/genex/targetMIPS.rdb. The genes are classified into six classes 
(tca (tricarboxylic-acid pathway), resp (respiration chain complexes), ribo (cytoplasmic 
ribosomal proteins), proteas (proteasome), hist (histones) and hth (Helix-turn-helix)) 
according to the MIPS function categories. We eliminated those genes that were not 
assigned to any of these classes and those with multiple labels. Annotations were 
retrieved from the SGD database. We also removed the genes obsolete in the SGD 
database. After these steps, there are 224 genes left with 79 attributes. The details of the 
Brown’s dataset are shown in Table 2. 

Table 2 Brown’s gene expression dataset 

class name # of instances class name # of instances 

tca 14 resp 27 

ribo 121 proteas 35 

hist 11 hth 16 

# of genes 224 # of attributes 79 

The semantic similarities for gene products in both datasets are computed using the 
GOSemSim package (Yu et al., 2010). We performed fourfold cross-validation on both 
datasets. The value of k for KNN classifier is chosen from the set of odd integers in 
{1,,13}. We repeated the cross-validation 20 times on each dataset and recorded the 
average classification accuracy for each k value. 

4.2 Experimental results 

The algorithms were implemented using MATLAB software. The performance was 
evaluated in terms of classification accuracy. For each method, a confusion matrix C can 
be constructed based on predicted labels and actual labels. The entry of the confusion 
matrix cij represents the number of genes belonging to class i predicted to be of class j. 
Suppose there are M classes in the test set and the classification accuracy for the 
evaluated method can be computed using equation (15) based on the confusion matrix. 

1

1 1

classification accuracy
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M

ii
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ij
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 (15) 

Figure 2 (a) shows the classification accuracies of the standard KNN classifier and the 
improved KNN classifier using the learned distance metric on the E. coli dataset. In 
Figure 2 (a), the KNN classifier using the learned distance metric outperforms the 
standard KNN classifier except for the case of k = 3. When k is 11, the improved KNN 
classifier outperforms the standard KNN classifier by 1%. Figure 2 (b) shows the results  
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of the experiments performed on the Brown’s gene expression dataset. Again, the 
performance of the KNN classifier using the learned distance metric is better than the 
standard KNN classifier except for the case of k = 13. When k is 1, 5 and 9, the 
performance is improved by 0.6%. 

Figure 2 Classification accuracies for the standard KNN classifier and the improved KNN 
classifier using the learned distance metric (see online version for colours) 
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(a)  Classification accuracies on E. coli dataset 
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(b)  Classification accuracies on Brown’s gene expression dataset 

Figure 3 shows the frequencies of the three possible cases that could arise in the 
experiments, i.e. the improved KNN classifier using the learned distance metric 
outperforms the standard KNN classifier, the standard KNN classifier outperforms the 
improved KNN classifier and the two classifiers having the same performance. The 
frequency of a certain case is the number of cross-validation experiments corresponding 
to this case. In this figure, it can be seen that the performance of improved KNN 
classifier is better than the standard KNN for most experiments and the semantic 
similarity information is successfully incorporated into the classification process. 
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Figure 3 The results of three different approaches on E. coli and Brown’s dataset (see online 
version for colours) 
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(a)  E. coli dataset 
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(b)  Brown’s gene expression dataset 

Notes: Blue bar represents the number of cases in which the improved KNN classifier 
outperforms the standard KNN classifier; green bar represents the number of 
cases in which  the standard KNN classifier outperforms the improved KNN 
classifier; and the red bar represents the number of cases in which the two 
classifiers have the same performance. 

5 Conclusion 

In this paper, we proposed a new method which utilises the knowledge extracted from 
Gene Ontology to improve the gene function prediction accuracy by using the distance 
learning technique. In the training process, our method learns a global distance metric for 
the expression data under the supervision of the semantic similarity derived from GO. In 
the testing stage, the learned distance metric is used by the classifier to make decision.  
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From the experiments, it can be seen that our method successfully improves the 
performance of the KNN classifier and provides a new way of integrating the GO 
knowledge into the classification problems in bioinformatics. 
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